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The cloud computing model is generalized by distributed computing, which allows data 

and applications to be positioned, processed, and served from geographically dispersed 

locations to meet performance, redundancy, and compliance requirements. The classic 

cloud computing model provides users who wish to refrain from constructing, purchasing, 

or managing their information technology infrastructure with on-demand, metered access 

to computing resources such as storage, servers, databases, and applications. Public cloud 

service providers maintain and operate large server farms whose resources are shared 

amongst users. Users benefit from the isolation and security of their data thanks to 

virtualization techniques implemented in these server farms. Site redundancy that spans 

regions allows for recovery during outages or natural catastrophes. In addition, cloud 

users are not required to be involved in the monitoring or management processes 

necessary to keep the cloud operational. This study investigates whether distributed cloud 

service providers guarantee end-to-end management for the best data placement, 

computing processes, and network interconnections following the above specifications. 

And when seen from the perspective of someone who uses the cloud, the study offers a 

unified answer.  

 

 

 

INTRODUCTION 
 

Computing in the cloud that is distributed takes 

place when a cloud provider makes their services 

available in some different geographic regions. 

After that, the public cloud provider takes over and 

is responsible for maintaining these services. With 

the help of distributed cloud computing, businesses 

can fulfill regulatory compliance and governance 

mandates, as well as unique application 

performance and responsiveness needs. Other 

criteria, such as the location of the cloud 

infrastructure in a region different from the 

standard availability zones of cloud providers, can 

also be guaranteed by businesses. 
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Over the past two decades, the technology of 

computer networks has undergone massive 

advancements and shifts. The networking of 

computers has resulted in several innovative 

developments in computing technology, such as 

distributed computing and cloud computing. This 

trend began with the internet, the most widely used 

computer network. Although "distributed systems" 

and "cloud computing systems" can refer to 

slightly different things, the fundamental notion 

underlying these terms is identical. Because of this, 

it is vital to have a solid understanding of 

distributed systems and how they are distinct from 

traditional centralized computing systems to 

comprehend cloud computing systems. Therefore, 

the primary distinction between cloud computing 

https://upright.pub/index.php/ijrstp/


International Journal of Reciprocal Symmetry and Theoretical Physics [ISSN 2308-0809] 
 

 

 
25 

and distributed computing will be discussed in this 

section. 

 

WHAT EXACTLY IS MEANT BY 

"DISTRIBUTED COMPUTING"? 
 

A distributed system is a collection of independent 

computers that appears to its users as a single 

coherent system, as stated by Tanenbaum and Van 

Steen, editors of the book "Distributed Systems-

Principles and Paradigm." Distributed computing 

is "a collection of independent computers that 

appears to its users as a single coherent system." 

 

Distributed computing can be defined as the use of 

a distributed system to solve a single significant 

problem by breaking it down into several tasks, 

with each lesson being computed on its own in the 

individual computers that make up the distributed 

system (Achar, 2015). This can be done by 

breaking the problem down into several classes. 

For example, a distributed system comprises more 

than one self-directed computer and allows for 

communication between the computers over a 

network. By utilizing their respective local 

memories, all of the computers connected to one 

another in a network can communicate to 

accomplish a shared objective. On the other hand, 

different computer users could have varied 

requirements, and distributed systems will 

coordinate the shared resources by assisting the 

users in communicating with other nodes to 

complete their unique duties. 

If any one of the computers fails, there are 

toleration procedures in place to deal with the 

situation. However, the system's cardinality, 

topology, and overall structure cannot be 

determined in advance, and everything is 

considered dynamic. 

 

DISTRIBUTED CLOUD? 
 

An architecture known as a distributed cloud is one 

in which numerous clouds are used to support edge 

computing, comply with specific performance 

criteria, or meet compliance concerns. A public 

cloud provider centrally controls this architecture. 

A distributed cloud service is, in its most basic 

form, a public cloud that is hosted in several places, 

including the following: 

• The infrastructure of the public cloud service 

provider 

• On-premises, at the locations of the end 

customers, either in the data center or at the 

edge of the network 

• In the data center of a different cloud service 

provider 

• On hardware hosted by a third party or a 

colocation center 

 

All cloud services are managed as one from a 

single control plane, even though different 

locations and regions are involved (Achar, 2018a). 

This control plane handles the variations and 

inconsistencies in hybrid and multi-cloud 

environments. An organization can meet specific 

requirements for response time and performance, 

regulatory or governance compliance mandates, or 

other demands requiring cloud infrastructure to be 

located anywhere other than the cloud provider's 

typical availability zones by utilizing this 

distribution of services. 

 

The proliferation of the internet of things (IoT) and 

edge computing has been a significant factor in 

developing dispersed cloud installations. The 

performance of artificial intelligence (AI) 

applications that move large amounts of data from 

edge locations to the cloud requires cloud services 

to be located as close as possible to edge areas 

(Achar, 2016). As a result, moving cloud resources 

to the edge location can significantly improve these 

applications' performance. In addition, an ever-

increasing number of government regulations, such 

as the General Data Protection Regulation (GDPR) 

of the European Union, can require that data be 

located in particular jurisdictions. This requirement 

may or may not be supported by a given public 

cloud provider, which is why a distributed cloud is 

required. 

 

REASONS WHY DISTRIBUTED 

COMPUTING IS NECESSARY 
 

Distributed computing involves distributing the 

workload among several connected computers, but 

distributed cloud computing takes this concept and 

generalizes it to the cloud architecture itself. 
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Systems of Centralized Computing, such as those 

offered by IBM In the realm of technological 

computation, mainframes have been around for 

several decades. In centralized computing, a single 

computer manages the system's peripheral devices 

and performs all the sophisticated calculations. 

However, centralized computing systems proved 

inefficient and expensive when it came to 

processing large amounts of transactional data and 

providing assistance for a large number of online 

users simultaneously (Achar, 2018b). Because of 

this, cloud computing and distributed computing 

could use parallel processing technology for 

commercial purposes. 

 

A distributed cloud is an execution environment in 

which components of an application are placed at 

geographically dispersed sites that are acceptable 

for the application and are chosen to satisfy the 

application's requirements best. Such needs 

include: 

• Location: to enable more responsive and 

performant service delivery for specific types 

of applications, where latency is crucial, and 

bulk data transfer to and from a central cloud 

is expensive. This was done for two reasons: 

• Regulations: these may demand that data 

never leaves the user's nation, as is the 

requirement in the EU; for example, the 

United States requires that data never leave 

the country. 

• Security ensures that detailed data and 

procedures are kept within an organization's 

cloud or data center, even when a public cloud 

is coupled with those facilities. 

• Redundancy: protection against large-scale 

business disruptions, above and beyond what 

is offered by local, regional, or national site 

redundancy. 

 

A Content Delivery Network (CDN) is an example 

of a distributed cloud. In this cloud, the storage 

space (for example, video information) is placed in 

different regions of the world to decrease the time 

it takes for the content to be delivered. For 

example, businesses that distribute their material 

utilizing content delivery networks (CDNs) reap 

the benefits of scalable storage and performance, 

both of which are made invisible by the CDN 

provider. 

 

RELATIONSHIP TO EDGE 

COMPUTING 
 

"Edge Computing" refers to a solution in which 

data is processed as closely as feasible to the 

location at which it was generated. Edge 

computing can be helpful for certain kinds of 

applications, particularly those in which low 

latency and high throughput are essential or would 

be prohibitively expensive to transport the data to 

a cloud located further away for processing. In 

addition to these benefits, edge computing can be 

advantageous in situations where the underlying 

transport network has limited capacity, is 

unreliable, or the data being transferred is too 

sensitive to be carried through public networks, 

even when encrypted. 

 

As a result, edge computing is not a distinct 

paradigm of computing but rather an extension of 

distributed cloud computing. It is possible to unify 

the two models by thinking of the edge computing 

resources as a "micro" cloud data center and 

connecting the edge storage and computing 

capabilities to more immense cloud data centers for 

extensive data analysis and bulk storage. 

 

DIFFERENCE BETWEEN CLOUD AND 

DISTRIBUTED CLOUD 
 

The distribution of information technology 

resources and services on demand, such as 

servers, storage, and databases, to mention a 

few, is what is meant by "traditional cloud 

computing." These services are often made 

available by one of the several hyper-scale 

cloud providers via a link to the public 

internet or a private network. Public cloud 

services, private cloud services (which may 

include on-premises data centers), hybrid 

cloud services (which include public and 

private cloud components), and multi-cloud 

services are the various ways in which cloud 

computing can be organized (including 

multiple public cloud providers). 

 

Distributed cloud computing eliminates the need 

for distinguishing between public, private, 

hybrid, and multi-cloud environments. The 

user organization sees the distributed cloud 
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as a single cloud platform; however, in 

reality, it comprises multiple components 

that can include "all of the above." These 

components include public cloud elements 

from the primary provider, one or more of its 

competitors, a private cloud or enterprise 

data center, and a third-party colocation 

partner. The primary cloud provider 

manages all of these distinct components as 

a single entity, and the eventual customer 

utilizes them as a single entity. 

 

HOW DOES DISTRIBUTED CLOUD 

COMPUTING WORK? 
 

When using distributed cloud computing, a cloud 

provider's total computing power is dispersed 

across multiple locations, depending on where a 

customer needs it most. This could be on-premises 

in the form of data centers or private clouds, or it 

could be off-premises in the form of public cloud 

data centers. 

 

The centralized cloud of the provider can be 

extended with geographically dispersed micro-

clouds through the use of distributed cloud 

computing. The service provider maintains 

centralized management over the distributed 

infrastructure, including its operations, updates, 

governance, security, and dependability. 

Everything can be accessed through a single cloud 

and is controlled and managed through a single 

control plane. Computing in a distributed cloud 

environment comes with additional features. Users 

can make requests that specific data remain inside 

particular zones or that they reach a particular 

target for either latency or throughput. Service 

level agreements (SLAs) between the user and the 

cloud provider already incorporate these aspects 

into their contracts. 

 

The leading cloud service providers connect their 

technologies into many geographically scattered 

data centers to guarantee that they correctly place 

data, compute, and storage to meet service level 

agreements (SLAs) transparently. 

 

The ability for service users to not be responsible 

for the maintenance and operation of their 

information technology infrastructure is the 

primary benefit of utilizing cloud services. Another 

advantage is shifting CAPEX to OPEX using the 

utility-like model of purchasing computing and 

storage on demand. 

 

When using dispersed cloud computing, 

consumers can pay for additional services, such as 

requesting that particular data remain inside 

specific areas or that a specific performance target 

for latency or throughput is fulfilled. Service Level 

Agreements (SLAs) are what the user and cloud 

service provider utilize to communicate these 

requirements to one another. The cloud provider's 

responsibility is to conceal the intricate details of 

the SLA compliance process. This can involve 

constructing new cloud infrastructure in some 

countries or forming partnerships with cloud 

providers who are already present in those regions. 

In addition, high-speed data linkages must be 

established between the many data centers in 

different geographic locations. 

 

The major cloud service providers have proprietary 

technology that can be integrated into these 

geographically dispersed cloud data centers. This 

technology ensures intelligent data, computing, 

and storage placement to meet service level 

agreements (SLAs). It does so in a manner that is 

entirely transparent to the customers of the major 

cloud service providers. 

 

Distributing cloud computing resources to 

different locations worldwide should be a 

straightforward process from the user's point of 

view. An illustration of one way in which 

customers can deploy compute workloads (at the 

"cloud's edge" using StackPath) to a range of points 

of presence (PoPs) around the world with various 

degrees of CPU power and the number of instances 

is provided below. 

 

Computing on the cloud and computing that is 

dispersed across multiple clouds are essentially the 

same thing. Cloud computing can, however, be 

expanded beyond geographic areas through the use 

of distributed cloud computing. When one task is 

spread across numerous machines located in 

different places, all networked together, this cloud 

computing model is referred to as distributed cloud 

computing. Each computer will be responsible for 

completing a distinct task component, resulting in 

the charge being finished more quickly. 
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Cloud computing presents an opportunity to solve 

problems by enabling remote network access to a 

computer's hardware and software. This offers 

several benefits, including sharing resources, 

reducing costs, scaling, and operating 

independently of any platform. Computing in the 

cloud that is dispersed, on the other hand, refers to 

a network in which several computers collaborate 

to achieve a common objective. Every single 

machine connected to this network contributes to 

the completion of the overall mission. 

 

In cloud computing, all required resources are 

accessed and provided through the internet. 

Distributed cloud computing, on the other hand, 

involves sharing resources between several 

computers through a network. Every type of 

computer has its own set of technical advantages to 

offer (Shewalkar et al., 2019; Taher-Uz-Zaman et 

al., 2014; Vadlamudi, 2015; Wittig & Finnie, 1997; 

Yahaya & Mato, 2017). 

 

Users of distributed cloud computing can make use 

of additional capabilities that can be acquired for 

an additional fee. These capabilities can include 

defining performance targets for latency and 

throughput and facilities that allow data to be kept 

inside a particular region. The responsibility for 

supplying the necessary infrastructure to support 

this capacity rests squarely on the shoulders of the 

service provider. In addition, most of the principal 

distributed cloud service providers have 

technologies they have built to assist with specific 

customer requirements and assure transparency. 

 

The use of distributed computing in the cloud is a 

growing trend primarily geared toward enhancing 

the operation of enterprises. To put it briefly, 

computing in a dispersed cloud environment is the 

future for businesses. 

 

DISTRIBUTED COMPUTING SYSTEM 

EXAMPLES 
 

Computing in the Cloud That Is Distributed 

Some Examples 

 

The following are examples of use cases that can 

be used to justify the implementation of distributed 

cloud computing: 

 

• World Wide Web 

• Google Bots, Google Web Server, Indexing 

Server  

• Social Media Giant Facebook 

• Hadoop’s Distributed File System (HDFS) 

• ATM 

• Cloud Network Systems (Specialized form of 

Distributed Computing Systems) 

 

Distributed computing systems look like a single 

system to users, but inside they are connected to 

numerous nodes that conduct computing work. 

Google's web server from a user's perspective. 

Users think the Google web server is a single 

system where they must log in to Google.com to 

search for the phrase. Google uses Distributed 

Computing to construct multiple servers and 

deploy them across the globe to deliver search 

results in seconds or milliseconds. Distributed 

computing architecture with unidirectional control 

by the primary node is shown below. The primary 

node sends the task to configured secondary nodes 

and receives the results. 

 

Intelligent Transport: Autonomously driven trucks 

moving in the echelon can locally process 

the data from onboard and road sensors to 

keep a steady speed and separation between 

each other and other vehicles, all while 

sending traffic and engine data back to a 

central cloud. This allows the trucks to 

maintain a steady speed and separation 

between each other and other vehicles. A 

fleet management application hosted in a 

regional cloud is responsible for monitoring 

the journey these vehicles take to reach their 

destination. This application analyzes data 

collected from multiple vehicles to 

determine the most efficient routes and 

which automobiles require servicing. 

 

Intelligent Caching: A significant over-the-top 

video service provider utilizes a centralized 

cloud to transcode and format videos for 

various device types served across multiple 

networks. It stores copies of the content in 

various formats and across many CDNs 

located in different locations. It pre-

positions content in caches closest to end 

users in a given region, such as storage 
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collocated with cable head ends to serve 

residential sites or at 5G base stations in 

dense urban areas for mobile viewing, in the 

expectation that there will be significant 

demand for a newly released series in that 

region. 

 

BENEFITS OF DISTRIBUTED CLOUD 
 

A distributed cloud architecture offers several 

advantages to its users (Achar, 2019a). These are 

the things that Gartner highlights as being 

noteworthy: 

 

• An increase in levels of compliance. Because 

their very nature distributes them, workloads 

and data can be located precisely where they 

need to be to satisfy regulatory requirements. 

• An increase in the available time. As a result 

of the fact that cloud services can be hosted on 

a user's private network, these services can be 

cut off from the central cloud or even 

untethered from it entirely as necessary to 

provide redundancy by protecting themselves 

from being affected by a wrecked system. 

• Scalability: Not only does adding virtual 

machines (VMs) or nodes on demand enable 

rapid scalability, but it also helps improve the 

overall availability of the cloud system. 

• Flexibility: Distributed clouds make it easier 

to install new services, deploy them, and 

troubleshoot any problems that may arise. 

• A more rapid processing speed. By combining 

the processing power of numerous computers 

to work on a single problem, distributed 

systems can get speedier results. Additionally, 

the distributed cloud allows specific locations 

to have more responsive communications. 

• Performance. The distributed cloud, in 

contrast to centralized computer network 

clusters, has the potential to deliver both 

superior performance and improved cost 

performance. 

 

USE CASES FOR DISTRIBUTED 

CLOUDS 
 

Distributed cloud and edge computing enable 

many benefits, including simplifying multi-cloud 

management, enhanced scalability, and 

development velocity, and deploying cutting-edge 

automation and decision support apps and 

capabilities (Achar, 2019b). 

 

Distributed clouds are helpful for various 

applications, ranging from intelligent edge 

computing to hybrid deployments and simplifying 

the management of several cloud environments. 

Typical applications include the following: 

 

• Edge/IoT. IoT is using AI and machine 

learning (ML) to improve automobile 

manufacturing, analyzing medical imaging, 

intelligent buildings, and smart cities that find 

the shortest route to parking and turn off the 

heating after the last employee has left for the 

evening. New uses for video inference and 

facial recognition are being developed every 

day. If the data needed to be transported from 

the edge back to the cloud or a data center for 

processing and analysis, many of these apps 

would be rendered inoperable. 

• Optimization of the content. Distributed 

clouds can take on the role of a content 

delivery network (CDN), which can enhance 

the streaming experience and reduce the 

latency experienced during the loading of web 

pages. This provides the best user experience 

possible across various application types. 

• Adapting to changing needs. Distributed 

clouds remove the necessity of constructing 

new physical infrastructure by making it 

possible to extend cloud computing to already 

existing locations. To support the evolving 

requirements of the enterprise, the cloud 

footprint can expand along with the needs 

seamlessly. 

• Management with a single transparent layer 

adopting a strategy that uses dispersed clouds 

improves visibility into hybrid and multi-

cloud deployments. This improvement 

includes the capacity to manage all of the 

infrastructure as if it were a single cloud using 

a single console and a single set of tools. 

• Ensure that you comply with all mandates. 

Regulations on data privacy at the local, 

national, and international levels have the 

power to dictate where an individual's 

personal information must be held and 

whether or not it can leave the jurisdiction in 

which it was collected. If the data can't be 
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moved to the public cloud provider, then the 

public cloud provider can effectively be 

moved the data. This ensures that government 

and regulatory mandates are met, and data will 

be processed as efficiently as possible and 

with the least amount of latency possible. 

 

CHALLENGES OF DISTRIBUTED 

CLOUD 
 

Managing an organization that operates using a 

multi-site deployment of the cloud presents several 

issues, including the following: 

 

• Bandwidth. Within a multi-cloud 

environment that is widely scattered, there is 

the possibility of distinct connectivity models 

for each location. For example, moving more 

computation to the edge might put existing 

broadband connections under strain, which 

may necessitate upgrading or altering these 

connections to satisfy the increased demand 

for throughput. 

• Security. The security of a distributed cloud 

poses additional issues for cloud providers 

and end users, given that resources might be 

situated in different parts of the world and can 

be co-located with servers and storage 

resources belonging to other businesses. 

• The safeguarding of personal information. For 

backup and business continuity plans that use 

scattered data resources, it may be necessary 

to rethink backup and recovery procedures to 

guarantee that data is stored in the appropriate 

geographic locations. 

 

CONCLUSION 
 

In a distributed cloud, services are "distributed" to 

specific locations in order to lower latency, and 

these services have access to a single, consistent 

point of control across both public and private 

cloud environments. As a result, organizations can 

see significant improvements in performance due 

to eliminating latency issues, which also reduces 

the overall risk of outage or control plane 

inefficiencies. This can deliver substantial 

improvements in concert with the organization as a 

whole. 

 

A public cloud provider, an on-premises network, 

or a third-party colocation facility are all examples 

of the types of locations that could host a 

distributed cloud (Amin, 2019; Bynagari, 2015; 

Chimakurthi, 2017; Chimakurthi, 2019; Colchester 

et al., 2016). A distributed cloud spreads not only 

an application but also the entire computing stack 

to the places where it is required. For example, the 

customer using the cloud services perceives the 

distributed infrastructure as a single cloud entity, 

and the cloud provider manages all of the 

components of the distributed cloud as a whole 

from a single control plane. The provider of public 

cloud services is still accountable for all cloud 

operations, including security, availability, 

updates, and governance of the distributed 

infrastructure.  
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